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Introduction
In linear models, the well-known Cochran’s formula
(Cochran, 1938) allows to determine the exact relationship
between marginal and conditional parameters. When the
assumption of linearity is not met, the formula does not
carry over, and rather complex formulations arise. One of
the most interesting cases appears when the outcome is bi-
nary.
Problems:

✗ non collapsibility of the link function;
✗ the marginal model may not be linear even if the

conditional model is.
However, due to their elegance and interpretability, in the
applied world several instances exist where investigators still
use Cochran’s formula or difference method.
This problem plays a key role in mediation analysis,
where the goal is to investigate the mechanism that un-
derlie a relationship between an outcome, a treatment and
a third intermediate variable, called mediator. In particular,
in this work we explore the framework in which the outcome
is binary while the covariates present continuous nature.

Parametric Mediation Analysis
The relationship between marginal and conditional param-
eters is widely used in parametric mediation analysis. In
this context, the aim is to decompose the total effect of a
continuous treatment into a direct effect and an indirect
one, this second transmitted through a continuous media-
tor.

W

X Y

Figure 1: Relationship between variables

In particular, as shown in Figure 1, we define:
• Y the outcome variable;
• X the treatment of interest;
• W the mediator.

Under the rare outcome assumption, VanderWeele &
Vansteelandt (2010) show that the relationship between
conditional and marginal parameters mimics the Cochran’s
one in an approximated way. This assumption is quite strin-
gent, and other works try to solve this problem by using ap-
proximations of the Cochran’s method or of the difference
method (MacKinnon et al., 2007).

Description of our DGP
Our postulated models are a bivariate normal distribution
(with standard marginal for simplicity) for the two regres-
sors, that is,

Z = (X,W) ∼ N2(0,Ω), Ω =

(
1 ωxw

ωxw 1

)
,

while the continuous version of the outcome variable is de-
fined by a linear combination between Z and T ∼ Lo(0, 1),
that is,

Y∗ = βxX+ βwW − T ,
where the term T can be interpreted as an additive error.

The binary outcome is defined by the following dichotomiza-
tion

Y =

 1 if Y∗ > −β0,
0 otherwise.

The probability of the first class given the values of the ex-
planatory variables is

P(Y = 1 | X = x,W = w) =
exp(β0 + βxx+ βww)

1 + exp(β0 + βxx+ βww)
,

that is a simple logistic regression.
Using the results on the skew-symmetric distributions
described in Azzalini & Capitanio (2013), it is possible to
obtain the density function of the vector Z given the value
of the outcome.
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Figure 2: Density of Z | Y = y with βx = 2 and βw = 1

Main results
After marginalization with respect to the variable W, it is
possible to demonstrate that the probability of the first
class given the value of the only variable X is equal to
P(β

w

√
1 −ω2

xwZ0 − T > −β0 − (βx + βwωxw)x
)
,

where Z0 ∼ N(0, 1), T ∼ Lo(0, 1) with T ⊥⊥ Z0.
Some comments:
• the marginal logit is linear with respect to x only if
βw = 0;

• the random variable V = βw

√
1 −ω2

xwZ0 − T is still
symmetric with a bell shape.

Solution: in order to obtain a marginal linear logit we ap-
proximate the variable V with a logistic random variable
with the same variance of V , that is,

V
appr
∼ Lo

(
0,
√

3
π

√
π2

3 + β2
w(1 −ω2

xw)

)
.

Using this approximation and the properties of the logistic
distribution, we obtain

P(Y = 1 | X = x) ≈ exp(η0 + ηxx)

1 + exp(η0 + ηxx)
,

where the marginal parameter ηx can be decomposed into
the weighted sum of the conditional parameters, in partic-
ular,

ηx =
π√
3

βx + βwωxw√
π2

3 + β2
w(1 −ω2

xw)
.

This relationship is similar to Cochran’s decomposition with
the addition of a scale parameter, and it permits the disen-
tangling of direct and indirect effects.

Some interesting cases
• If W ⊥⊥ Y | X then

ηx = βx;
• if X ⊥⊥ W then

ηx ≈
π√
3

βx√
π2

3 + β2
w

;

• if X ⊥⊥ Y | W then

ηx ≈
π√
3

βwωxw√
π2

3 + β2
w(1 −ω2

xw)
.

Simulation studies
We generate n = 500 observations from our Data Generat-
ing Process with β0 = 0 and βx = 0.6. In order to compare
our method with the others, it is necessary to point out that
W can be interpreted as the linear regression

W = θxx+ εw, εw ∼ N(0,σ2),
with θx = ωxw, in fact W | X = x ∼ N(ωxwx, 1 −ω2

xw).
We compare different methods to estimate the indirect ef-
fects:
• difference method: η̂x − β̂x;
• product method: β̂wθ̂x;
• difference method with standardized

coefficients as proposed in MacKinnon et al. (2007):

η̂x

√
3
π2

(
β̂wσ̂2 +

π2

3

)
− β̂x;

• our method:
π√
3

β̂wω̂xw√
π2

3 + β̂2
w(1 − ω̂2

xw)
.

The parameters are estimated using Maximum Likelihood
and, for each setting, the number of Monte-Carlo repli-
cations is equal to 10 000. In the first scenario we fix
ωxw = 0.5 and we estimate the indirect effect for different
values of βw (Figure 3(a)), in the second scenario we fix
ωxw = 0 so X ⊥⊥ W and mediated effects are not present
(Figure 3(b)).
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Figure 3: Indirect effects as βw change for ωxw = 0.5(a)
and ωxw = 0(b)

Our method performs well when indirect effects are absent
and it seems to offer a right quantification of the mediated
effect. In general, this procedure can be extended with
other link functions.
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